
© 2018 JETIR May 2018, Volume 5, Issue 5                                           www.jetir.org  (ISSN-2349-5162)  

JETIR1805508 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 516 

 

FINDING PAPER QUALITY TO PREDICT 

PAPER CURL USING ARTIFICIAL NEURAL 

NETWORK 
 

Dr P.J.Arul  Leena  Rose 

Depar tment o f Computer  Appl ica t ion,  FSH,SRMIST,  Chennai -603203  

 

 
ABSTRACT 

 

In this Paper the application of neural network techniques to the paper-making industry, 

particularly for the prediction of paper “curl”. Paper curl is  a common problem and can 

only be measured reliably off -line, after manufacture. Model development is carried out 

using imperfect data, typical of that collected in many manufactu ring environments, and 

addresses issues  pertinent to real -world use. Predictions then are presented in terms that 

are relevant to the machine operator,  as a measure of paper acceptability,  a direct  

prediction of the quality measure, and always with a meas ure of prediction confidence. 

Therefore, the techniques described in this Paper are widely applicable to industry.  
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1.INTRODUCTION 

 

Curl is defined as the departure from flat form, it is measured approximately every 55 minutes by 

the laboratory staff. Curl in paper is an important problem since it may seriously affect the 

processing of the paper. For this reason, customers impose quite restrictive limits on the allowed 

curvatures of the board. So, it is becoming more and more important to be able to produce a 

cardboard with curl within certain limits. Due to the economic significance of the curl problem, 

much research has been performed to find sheet design and processing strategies to eliminate or 

reduce curl. Because of its complexity, curl is nowadays one of the most difficult quality variables 

to control, and one of the main causes of lost production in many paper mills. In this scenario, it is 

clear that a curl predictor/simulator would be a very useful tool for the operators and process 

engineers in order to help them to decide the best settings and/or control actions.  
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1.1 Introduction to Paper Curl  

 

The application of neural network techniques to the papermaking industry, particularly for the prediction of 

paper “curl”. By representing the task first as a classification and then as a regression problem, and also by 

calculating confidence intervals, the tool (a neural network) fit the practical needs of the end user. The 

parameters characterizing the current paper reel as inputs to a neural network and train the network to 

predict whether the resulting level of curl will be within a required specification (i.e. “in-specification”) a 

classification task. In parallel, presenting the same data to another network and train it to predict the 

absolute level of curl, i.e. a regression task. Perhaps most importantly, giving these two predictions in 

context by including confidence measures at every stage thus providing the machine operator with a 

powerful and insightful tool. The machine operator is then presented with a “red-light/green-light” 

indication of paper acceptability, a neural regression model on which the parameters can be altered to 

reduce curl if necessary and a clear indicator of the reliability of both diagnostics.   

 

Paper curl  is  a long-standing problem that  has received m uch interest  in paper making 

research, where the causes of paper curl have been studied, and where attempts have been 

made to control  it  using heuristic techniques.  Paper curl  is  simply the tendency of paper 

to depart from a flat  form and is affected by a number of complex, inter -related factors.  

Traditionally paper curl has been controlled with limited success using variation in drier 

temperatures or humidity levels.  However, because it may only be measured off -line after 

an entire roll  has been produced, its control  is  difficult and costly.  Although out -of-

specification paper may be re -pulped, curl  is  a significant problem, wasting plant time, 

engineering time and energy.  

  

Here the development of neural network models to encapsulate the non -linear processes 

underlying paper curl. These models can be used as a powerful tool for the reduction of 

paper curl, thus enhancing quality and reducing waste. In all of the work described, in 

terms of processing and modeling, the approach  taken can be applied to any task 

involving neural  networks.  Furthermore, they have been developed in the context of an 

imperfect  data collection process,  typical of that  found in many manufactur ing operations 

and the combination of techniques used has particular relevance to such an environment.  

2. Different types of Curl  

Using 3D shadow Moire Topography to show how the system works:   
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Figure 1 Illustrates the experimental setup of Shadow Moire system 

 

A fiber optic line light source illuminates the grating at 35 degrees incidence .The paper sample is 

underneath the grating a small distance away ‘Waves” on the paper surface cause the appearance of fringes 

outlining the wave contours .The paper sample is progressively stepped down by  actuators in the 

Assometrix Thermoire system software  

 

The collected phase images are analyzed to create a 3D topographic contour map of the surface. 3D Shadow 

Moire topography – analysis of images.The 3D map is analyzed for curl in 2 different ways using Matlab 

routines developed for the purpose 
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Figure 2 shows both  MD and CD curl diagram 

 

 

   

    Figure 3 show different types of curl using 20 % Relative Humidity 
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Figu

re 4 presents curl and wrinkle 

 

 

 

Figure 5 show processed and unprocessed curl analysis 
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Figure 6. Graphical version of curl types 

 

3.PREPROCEESING AND TRAINNING 

3.1 Database to describe cardboard paper measurement 

The database provided  for the purpose of the work described here has a number of limitations, including 

missing records and measurement errors. Not least in this respect is the measurement of curl itself. Although 
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curl is a simple quality Measure, measuring curl is far from trivial. While it would seem naturally 

advantageous to measure curl continuously, this has proven to be impossible as standard techniques require 

the paper to be dried under controlled conditions before measurement. Curl is measured after individual 

reels have been manufactured, leading to “out-of-specification” reels being scrapped, and a retrospective 

adjustment made to machine settings, according to unwritten heuristic rules developed by the skilled 

operators. 

 

 The measurement is made using a sample of paper taken from the end of a reel and by cutting a cross-shape 

using a template. A glancing angle light source is then used to cast a shadow due to the curling paper at the 

center of the cross. After a period of a few minutes has lapsed to allow the paper to relax the shadow is 

measured by hand, quantised to 5mm intervals. Therefore there may be error in the measurement due to 

quantisation, operator error, paper misplacement, failure to allow for sufficient relaxation time, etc... 

Variability in the accuracy of curl and other variable measurement could lead to significant model error  and 

while  developing an improved curl-measurement system, for the study reported in this paper, the 

limitations of the database are taken as an additional constraint to the modeling process. 

 

Various parameters are measured during the manufacture of a reel of paper. These parameters were used to 

classify whether the current process settings and paper specification would lead to curl that was within a 

required specification and additionally the level of curl that would result. 

3..2   Preprocessing  

To preprocess data supplied directly from the paper-making plant a number of operations were performed. 

Firstly the real and symbolic data fields within the database were combined into a form that could be used 

for neural network training. In the case of symbolic data it is important that each field, for example the 

grade of the paper  

 

The second stage of preprocessing involved selection of the principal components within the data using the 

transformation. For the case of the classification task the largest nine eigen values (or principal components) 

were used, while for the regression task the largest eight were used. As the principal component 

transformation technique is only concerned with manipulating input data, it is unable to give any insight into 

how important a component will prove to be in a prediction task. This information can only be determined 

by extensive experimentation.  

 

3.3 Classification and regression of Paper Curl 

Therefore for the classification and regression tasks, the optimal combination of principal components was 

chosen through experimentation in each case. However the transform removes any correlation between 
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parameters and scales data to have unit variance in all dimensions, thus greatly simplifying neural network 

training. 

 

To develop models for the two tasks  use Multi-layer perceptron neural networks with a sigmoidal output 

stage for the “in-specification” prediction and a linear output stage for the curl prediction task. The 

classification network contained ten  hidden units and the regression network twelve. These architectures 

were chosen via extensive experimentation. Network optimization was performed using Bayesian inference 

with a Gaussian prior for the weights. Using Mackay’s evidence based framework for dynamic calculation 

of data noise variance and the hyper parameters defining the weight prior. 

 

 This optimization scheme also naturally allows the calculation of confidence measures that  will discuss in 

depth later. Underlying the Bayesian formalism is a steepest descent optimization scheme with incorporated 

line-search. For the regression task a least squares cost function was used, while for the classification task 

use cross entropy. 

 

For both the regression and the classification task multiple networks were used and combined into a 

committee. The committee output was simply the averaged output from the members For the purpose of the 

experiments described here, this form of committee proved to be the most reliable. In general, more 

complex methods of forming the committee weightings would perhaps prove successful. In the Bayesian 

framework the assumption is that the network weights are normally distributed and give rise to normally 

distributed outputs, where each output yn is effectively the mean of the distribution and _n the associated 

standard deviation. In the committee therefore assuming that each network makes an approximation to the 

“true” distribution of outputs which has mean y and variance, 
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Figure 7.: Graph showing variation in the predicted probability of curl < 20 for all cases in the test data set. 

The actual test data are sorted for increasing levels of curl and classified f0,1g, where “1” indicates “in-

specification” (i.e. curl < 20). 

 

4 .Comparison of  Pa per  curl  us ing  class i f icat ion and regress ion  

 Results 

 

For the classifier experiments 40 networks were trained to classify the current paper characteristics as 

leading to paper “in-specification” or “out-of-specification”. For the purpose of this experiment a level of 

curl less than 20 was used as the limit of acceptable curl. This level was chosen as typical. Different grades 

of paper have different acceptable levels. The results of these experiments are shown graphically in Fig 7, 

depicting a classification error rate of 18.92%. The test cases are sorted for increasing levels of curl and Fig. 

1 shows that the majority of the errors (where the classification boundary is set at a probability of 0.5) occur 

at the centre of the graph, i.e. for cases where the measured curl is 20 or near 20. The graph also shows 68% 

confidence intervals. Clearly the networks have been able to classify the cases to a usable degree of 

accuracy. 

 

Fig. 8 shows the results for 40 networks trained to predict the absolute level of curl and tested on the same 

data set as above. Clearly the model has encapsulated the trend underlying these measured data, although 

with some imprecision. The prediction of extremely high levels of measured curl is poor . This is perhaps 

due to this part of the  model being under-represented in the database (note that the data are densest for low 
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curl), or that the process is different for levels of curl greater than 40. In practice, however, some accuracy 

in the critical 10 < curl < 30 region is most important and the predictor achieves adequate accuracy in that 

critical regime. The prediction of curl is therefore possible to limited but usable accuracy using the database 

provided and a neural network model.  The experiments described above have tested the networks on true 

test data — drawn from the same source as the training and validation data, but not used at all during 

training. The results allow us to judge model accuracy when tested with such data. 

In practice, however, the operator will be likely to want to see what effect changing a certain variable will 

have on the resultant curl.  

 

Figure 8: Graph showing the variation in the absolute value of curl as predicted by the committee of networks, as measured at  

and contained in the test data. 

 

In this area that the confidence measures become important as it is vital to have a measure of the validity of 

the model. Also, within the bounds of the training data set can expect the model to be able to interpolate 

between data points given a high enough data density. However outside the bounds of the data set, 

extrapolating the model is more risky and this should be reflected in the confidence measures (see [7] for 

example). To assess the models and confidence measures, experiments were carried out by varying a single 

parameter  while holding the others constant and noting the prediction and the associated confidence. 

 

This was done for the disparity between surface moisture on different sides of the paper as it passes through 

the coating machine. In addition here, rather than give the operator confidence intervals to decipher, using 
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the knowledge of the task and define upper and lower limit of acceptable variation, to calculate confidence 

as a percentage.  

 

For the regression and classification networks the limits were set to _10 and _0:2 respectively. The 

percentage confidence may thus be calculated by integrating the normally distributed outputs, defined by 

yCOM and _COM, between these limits. 

 

The results of the experiment are shown in Fig. 8 for the classifier network. In addition to the prediction and 

confidence, the graph also shows data in the training set in that dimension.  

 

The variance used to calculate the confidence is due to two components, uncertainty in the data and 

uncertainty in the model parameters. Estimating these components using evidence maximisation,  only gives 

valid estimates when  the model is used within the bounds of the training data. In terms of further work is to   

improve and generalize the estimates of these components by, in particular, including a measure of data 

novelty. 

 

Figure 9: Graph showing variation in the probability of curl < 20 as the surface moisture varies. Also 

shown are data points in that dimension and percentage confidence. 

 

5.Conclusion 

 

Paper curl is an important quality measure in paper-making and as a problem has characteristics similar to 

other tasks in the manufacturing industry. Neural network techniques must be employed in the presence of 

erroneous and limited number of data, and always are viewed with suspicion as a “new technology”. In this 

paper  find a solution to the prediction of paper curl and present the machine operator with as much relevant 

information as possible. The neural network approach thus provides a tool predicting a red/green light of 
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paper acceptability, a direct prediction of the quality measure, and always, measures of confidence. These 

results are important in that they show that the combination of techniques used may be applied to complex 

and relevant practical problems in realistic working environments. 
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